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Abstract—A set $A$ is a Sidon set in an additive group $G$ if every element of $G$ can be written at most one way as sum of two elements of $A$. A particular case of two-dimensional Sidon sets are the sonar sequences, which are two-dimensional synchronization patterns. The main known constructions of sonar sequences are reminiscent of Costas arrays constructions (Welch and Golomb). Other constructions are Quadratic and Shift. In this work we present new constructions of sonar sequences, independent of the named above, using one-dimensional Sidon sets.
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I. INTRODUCTION

Sidon sets appear in the additive number theory from 1930’s with a big impact across the year in engineering, specially in communication theory. These sets receive its name due to Simon Sidon who introduced them in order to solve an harmonic analysis problem. Sidon wondered about the existence of sets of positive integers in which all sums of two elements of the set are different, which is equivalent to establish that all differences of two elements (distinct) of that set are also different [1]. Let $n$ be a positive integer. Formally, $A = \{a_1, \ldots, a_n\} \subset \mathbb{Z}$ is a Sidon set if, for all $x \in \mathbb{Z}$ and all $a_i, a_j \in A$ with $i \leq j$, the amount of solutions of the equation $x = a_i + a_j$ is 0 or 1. Though Sidon sets were initially introduced in $\mathbb{Z}$, it is possible to construct them in other groups and even any dimension [2].

Applications of Sidon sets include radio communications, x-ray crystallography, self-orthogonal codes, linear arrays in the formation of optimal linear telescope arrays, and pulse phase modulation (PPM) as a form of communications [3].

Two-dimensional Sidon sets are used in applications to sonar and radar systems, which deal with the following problem: “How can an observer determine the distance and velocity of an object that is moving?”. The solution to this problem use the Doppler effect, which states that when a signal bounces off a moving target its frequency changes in direct proportion to the velocity of the object relative to the observer. That is, if the observer sends out a signal towards a moving target, the change between the frequency of the outgoing and that of the returning signal will allow us to determine the velocity of the target, and the time it took to make the round trip will allow us to determine the distance [4].

Sidon sets in sonar and radar systems may be represented by a matrix $A$ with entries 0 or 1, and the signal consists of available frequencies $f_1, \ldots, f_m$ be transmitted at each one of the consecutive time intervals $t_1, \ldots, t_n$, with $m$ a positive integer. According to this consideration, the entry $a_{ij}$ of $A$ is 1 if frequency $f_i$ is transmitted in time interval $t_j$, otherwise is 0 [5], [6]. Note that in these systems there is just one per column. Other applications of two-dimensional Sidon sets appear in optimal communication systems, cryptography, key distribution in cellular networks, military satellite communications, and other areas [6].

Respecting to sonar sequences, they were introduced as examples of two-dimensional synchronization patterns with minimum ambiguity [7], [8]. A sequence $[f_1, \ldots, f_n]$ is a sonar sequence of length $n$ over the set of integers $\{1, 2, \ldots, m\}$ (or an $m \times n$ sonar sequence) if for all integers $h, i, j, k$, with $1 \leq h \leq n - 1$ and $1 \leq i, j, k \leq n - h$,

$$f_{i+h} - f_i = f_{j+h} - f_j \implies i = j. \quad (1)$$

If (1) is replaced by

$$f_{i+h} - f_i \equiv f_{j+h} - f_j \pmod{m} \implies i = j, \quad (2)$$

the sequence is a sonar sequence of length $n$ and module $m$ (or an $m \times n$ modular sonar sequence).

In [8] are presented algorithms which allow us to construct modular sonar sequences, some of them reminiscent of Costas array constructions. Furthermore, is presented a way to transform a given sequence in another in order to be close to the main problem for sonar sequence which states:

“For a fixed $m$, find the largest $n$ for which there exists an $m \times n$ sonar sequence”.

Let $p$ be a prime and $r$ a positive integer. If $q = p^r$, $\mathbb{F}_q$ denotes the finite field with $q$ elements. Following we present the sonar sequences constructions given in [8].

Theorem 1 (Quadratic construction): Let $p$ be an odd prime, and $a, b, c$ integers such that $a \neq 0 \pmod{p}$. The sequence $[f_1, \ldots, f_{p+1}]$ defined by $f_i := a_i^2 + bi + c \pmod{p}$ is a $p \times (p + 1)$ modular sonar sequence.
Theorem 2 (Shift construction): Let \( q = p^r \) be a prime power, \( \alpha \) a primitive element of \( \mathbb{F}_{q^2} \) and \( \beta \) a primitive element of \( \mathbb{F}_q \). The sequence \( \{f_1, \ldots, f_q\} \) defined by \( f_i := \log_{\beta}(\alpha^i + \alpha^j) \) is a \((q-1) \times q\) modular sonar sequence.

Theorem 3 (Extended exponential Welch construction): Let \( \alpha \) be a primitive element module \( p \) and \( s \) an integer. The sequence \( \{f_0, f_1, \ldots, f_{p-1}\} \) defined by \( f_i := \alpha^{i+s} \) is a \( p \times p \) modular sonar sequence. If \( s = 0 \), the sequence \( \{f_1, \ldots, f_{p-1}\} \) is a \((p-1) \times (p-1)\) modular sonar sequence.

Theorem 4 (Logarithmic Welch construction): Let \( \alpha \) be a primitive element module \( p \). The sequence \( \{f_1, \ldots, f_{p-1}\} \) defined as above is a \( p \times (p-1) \) modular sonar sequence.

Theorem 5 (Golomb construction): Let \( q \) be a prime power greater than 2, and let \( \alpha, \beta \) be primitive elements of \( \mathbb{F}_q \). The sequence \( \{f_1, \ldots, f_{q-2}\} \) defined by \( f_i := j \) if and only if \( \alpha^i + \beta^j = 1 \) is a \((q-1) \times (q-2)\) modular sonar sequence. If \( \alpha = \beta \) this construction is known as Lempel construction.

The main object of this paper is to present new constructions of sonar sequences independent of those given above. Our new construction (Theorem 10) uses specials one-dimensional Sidon sets that are useful to establish it. We use this construction and apply some properties we identify in the Sidon sets–constructions due to Bose and due to Ruzsa to state some new constructions of sonar sequences as a consequence from Theorem 10.

The remain of this work is as follows: In Section 2 we present constructions of Sidon sets of Bose and Ruzsa (Theorems 7 and 9) and some properties that emerge from those constructions (Propositions 1 and 2) that are used to present the new construction of sonar sequence (Theorem 10) and its immediate results (Corollaries 1 and 2) in Section 3. Finally, in Section 4 we present some related problems with this work.

In the following sections, if \( a, b \) and \( m \) are integers such that \( a < m \), \([a, m]\) denotes the finite set \( \{a, a+1, \ldots, m\} \). Furthermore, if \( G \) is a cyclic group generated by \( g \in G \), we denote \( G = \langle g \rangle \).

II. CONSTRUCTION OF SIDON SETS OF BOSE AND RUZSA

Although initially Sidon sets were introduced in the additive group \( \mathbb{Z} \), they can be defined in a finite abelian group \((G, \ast)\) as follows.

Definition 1: Let \((G, \ast)\) be a finite abelian group. \( \mathcal{A} = \{a_1, \ldots, a_k\} \subseteq G \) is a Sidon set in \( G \) if for all \( a_i, a_j \in \mathcal{A} \) with \( 1 \leq i < j \leq k \), if the equation \( x = a_i \ast a_j \) has at most one solution.

Note that this definition is equivalent to prove that the amount of solutions of the equation \( x = a \ast b^{-1} \) is at most 1, for any \( a, b \in \mathcal{A} \) and \( a \neq b \).

To prove that \( \mathcal{A} \subseteq G \) is a Sidon set we will use one of the following properties:

(S1) If \( a \ast b = c \ast d \) then \( \{a, b\} = \{c, d\} \), for any \( a, b, c, d \in \mathcal{A} \). (S2) Let \( G \) and \( G' \) be two abelian groups. If \( \varphi : G \to G' \) is an isomorphism and \( \mathcal{A} \) is a Sidon set in \( G \), then \( \varphi(\mathcal{A}) \) is a Sidon set in \( G' \).

The main problem in Sidon sets consists in to establish the largest cardinality of a set satisfying Definition 1. That is, to study the asymptotic behavior of the function

\[
    f_2(G) := \max\{|\mathcal{A}| : \mathcal{A} \subseteq G \text{ is a Sidon set}\}
\]

where \(|\mathcal{A}|\) denotes the cardinality of \( \mathcal{A} \). The value of the previous function for any group in general is not known yet, however there exist the following estimated for some upper and lower bounds.

Using counting techniques we can prove that

\[
    f_2(G) \leq \left\lfloor \frac{1 + \sqrt{4|G| - 3}}{2} \right\rfloor. \quad (3)
\]

Now, using three Sidon–set constructions (Ruzsa [9], Bose [10], and Singer [11]) and (3) we can state \( f_2(\mathbb{Z}_{p^2 - p}) = p - 1 \), \( f_2(\mathbb{Z}_{q^2}) = q \), and \( f_2(\mathbb{Z}_{q^2 + 1}) = q - 1 \).

In order to present new constructions of sonar sequences in Section 3, now we introduce the Sidon–set constructions of Bose and Ruzsa.

A. Bose’s construction

Let \( n \in \mathbb{N} \) and \( p \) be a prime number. Consider the finite field \( \mathbb{F}_q \) with \( q = p^n \) elements. Let \( \alpha \) be an algebraic element of degree 2 over \( \mathbb{F}_q \); the degree of the extension field \( \mathbb{F}_q(\alpha) \) over \( \mathbb{F}_q \) is 2, furthermore \( \mathbb{F}_q(\alpha) = \mathbb{F}_{q^2} \). Because \( \mathbb{F}_{q^2} \) is a finite field, we have that \( \mathbb{F}_{q^2}^* = \mathbb{F}_{q^2} \setminus \{0\} \) is a cyclic group. Let \( \theta \) be a primitive element of \( \mathbb{F}_{q^2} \). Define the set

\[
    \mathcal{B}(\alpha) = \alpha + \mathbb{F}_q := \{\alpha + a : a \in \mathbb{F}_q\} \subseteq \mathbb{F}_{q^2}. \quad (4)
\]

Note that \(|\mathcal{B}(\alpha)| = q\).

Theorem 6: \( \mathcal{B}(\alpha) \) is a Sidon set in the multiplicative group \( \mathbb{F}_{q^2}^* \).

Proof: Suppose there exist \( a, b, c, d \in \mathbb{F}_q \) such that

\[
    (\alpha + a)(\alpha + b) = (\alpha + c)(\alpha + d). \quad (5)
\]

From (5) we have that \( \alpha \) satisfies the polynomial in \( \mathbb{F}_q[x] \) of degree 1

\[
    P(x) = [a + b - (c + d)]x + ab - cd.
\]

Because \( \alpha \) is an algebraic element of degree 2 over the field \( \mathbb{F}_q \), the minimal polynomial also have degree 2, so \( P(x) \) must be the zero polynomial. Thus we have \( a + b = c + d \) and \( ab = cd \), that is possible only if \( \{a, b\} = \{c, d\} \), implying \( \{\alpha + a, \alpha + b\} = \{\alpha + c, \alpha + d\} \), that is, \( \mathcal{B}(\alpha) \) is a Sidon set in the multiplicative group \( \mathbb{F}_{q^2}^* \).

Now, using (S2) and Theorem 6, we can state Bose’s construction.
Theorem 7: Let $\alpha$ be an algebraic element of degree 2 over $\mathbb{F}_q$ and $\theta$ be a primitive element of $\mathbb{F}_{q^2}$. The set
\[ B(q, \theta, \alpha) = \log_\theta \mathcal{B}(\alpha) := \{ \log_\theta (\alpha + a) : a \in \mathbb{F}_q \} \] is a Sidon set with $q$ elements in the abelian additive group $\mathbb{Z}_{q^2-1}$.

Proof: Let $\theta$ be a primitive element of $\mathbb{F}_{q^2}$. Using the discrete logarithm to the base $\theta$, the multiplicative group $\mathbb{F}_{q^2}^\ast$ is isomorphic to the additive group $\mathbb{Z}_{q^2-1}$. Because $\mathcal{B}(\alpha)$ defined in Theorem 6 is a Sidon set in $\mathbb{F}_{q^2}$ then $B(q, \theta, \alpha) = \log_\theta \mathcal{B}(\alpha)$ is a Sidon set in $\mathbb{Z}_{q^2-1}$. ■

The following Proposition presents some properties in a Sidon set obtained from Bose’s construction. As above, let $\theta$ be a primitive element of $\mathbb{F}_{q^2}$, and $\alpha \in \mathbb{F}_{q^2}$ an algebraic element of degree 2 over $\mathbb{F}_q$. Also, we denote $B(q, \theta) = B(q, \theta, \alpha)$.

Proposition 1: Let $\mathcal{B}(q, \theta)$ be the Sidon set given in (6). Then:

(B1) If $a \in B(q, \theta)$ then $a \neq 0 \mod (q+1)$.

(B2) If $a, b \in B(q, \theta)$ with $a \neq b$, then $a \neq b \mod (q+1)$.

(B3) $\mathcal{B}(q, \theta) \mod (q+1) := \{ a \mod (q+1) : a \in \mathcal{B}(q, \theta) \} = [1, q]$.

Proof:

(B1) If $a \in B(q, \theta)$, there exists $k \in \mathbb{F}_q$ such that $a = \log_\theta (\alpha + k)$, implying that $\theta^a = \alpha + k$. Because $\mathbb{F}_q^\ast = \{ \theta^{q+1} \}$ and $\alpha \notin \mathbb{F}_q^\ast$ we have that $\theta^a \notin \mathbb{F}_q^\ast$. Therefore $q+1$ does not divide $a$ and so we have the desired result.

(B2) We verify this property by contradiction. Suppose $a \equiv b \mod (q+1)$, that is, there exists $t \in \mathbb{Z}$ such that $a - b = t(q+1)$. So $\theta^{a-b} = \theta^{t(q+1)}$ and we have $\theta^{a-b} \in \mathbb{F}_q^\ast$. On the other hand, since $a, b \in B(q, \theta)$, there exist $k_1, k_2 \in \mathbb{F}_q$, $k_1 \neq k_2$ such that $a = \log_\theta (\alpha + k_1)$ and $b = \log_\theta (\alpha + k_2)$, implying that $\theta^a = \alpha + k_1$ and $\theta^b = \alpha + k_2$. Thus $\theta^{a-b} = \frac{\alpha + k_1}{\alpha + k_2}. \frac{\alpha + k_2}{\alpha + k_1} = c$. Since $\theta^{a-b} \in \mathbb{F}_q^\ast$, there exists $c \in \mathbb{F}_q$ such that $a + \frac{k_1}{k_2} = c$. So, $(1-c)\alpha = c k_2 - k_1$. Because $c \neq 1$, then $\alpha = (ck - k_2)(1-c)^{-1}$ in $\mathbb{F}_q^\ast$, that is a contradiction.

(B3) Since $|\mathcal{B}(q, \theta)| = q$, using (B1) and (B2) we have $\mathcal{B}(q, \theta) \mod (q+1) = [1, q]$.

B. Ruzsa’s construction

Let $p$ be a prime number and let $\mathbb{F}_p$ be the finite field with $p$ elements.

Theorem 8: For any primitive element $\theta$ of $\mathbb{F}_p$, the set
\[ \mathcal{R} := \{ (i, \theta^i) : 1 \leq i \leq p-1 \} \]
is a Sidon set with $p-1$ elements in the abelian additive group $\mathbb{Z}_{p-1} \times \mathbb{F}_p$.

Proof: Let $(i, \theta^i), (j, \theta^j), (k, \theta^k), (\ell, \theta^\ell)$ be elements of $\mathcal{R}$ such that
\[ (i, \theta^i) + (j, \theta^j) = (k, \theta^k) + (\ell, \theta^\ell). \] From (7) we have
\[ i + j \equiv k + \ell \mod (p-1) \]
and
\[ \theta^i + \theta^j = \theta^k + \theta^\ell \]
in $\mathbb{F}_p$.

Because $\theta$ is a primitive element of $\mathbb{F}_p$, it follows
\[ \theta^i + \theta^j = \theta^k + \theta^\ell, \]
\[ \theta^i \theta^j = \theta^k \theta^\ell, \]
which implies that $\{ \theta^i, \theta^j \} = \{ \theta^k, \theta^\ell \}$ and $\{ i, j \} = \{ k, \ell \}$. Therefore
\[ \{(i, \theta^i), (j, \theta^j)\} = \{(k, \theta^k), (\ell, \theta^\ell)\}, \]
that is, $\mathcal{R}$ is a Sidon set in the abelian additive group $\mathbb{Z}_{p-1} \times \mathbb{F}_p$. ■

Now, using (S2) and Theorem 8, we can state Ruzsa’s construction.

Theorem 9: Let $\theta$ be a primitive element of $\mathbb{F}_p$. Then the set
\[ \{ x \equiv ip - \theta^i (p-1) \mod (p^2-p) : 1 \leq i \leq p-1 \} \]
that we will denote by $\mathcal{R}(p, \theta)$, is a Sidon set with $p-1$ elements in the additive group $\mathbb{Z}_{p^2-p}$.

Proof: By Theorem 8 we know that
\[ \mathcal{R} = \{(i, \theta^i) : 1 \leq i \leq p-1 \}, \]
is a Sidon set with $p-1$ elements in the additive group $\mathbb{Z}_{p^2-p}$.

If $\varphi : \mathbb{Z}_{p-1} \times \mathbb{Z}_p \rightarrow \mathbb{Z}_{p(p-1)}$ is the isomorphism defined by the Chinese remainder theorem, for all $(i, \theta^i) \in \mathcal{R}$ we have the following system of congruences
\[ \varphi(i, \theta^i) \equiv i \mod (p-1), \]
\[ \varphi(i, \theta^i) \equiv \theta^i \mod p. \]

Letting $x := \varphi(i, \theta^i)$, we get
\[ x \equiv i \mod (p-1), \]
\[ x \equiv \theta^i \mod p, \]
(9)
(10)

From (9), there exists $t \in \mathbb{Z}$ such that $x = i + t(p-1)$. Replacing $x$ in (10) we have
\[ i + t(p-1) \equiv \theta^i \mod p \]
\[ t \equiv i - \theta^i \mod p \]
what implies that there exists $s \in \mathbb{Z}$ such that $t = i - \theta^i + sp$. So, $x = ip - \theta^i (p-1) + sp(p-1)$ and since $x \in \mathbb{Z}_{p^2-p}$ we have $x = ip - \theta^i (p-1)$. 


Therefore, the image of \( R \) through \( \varphi \) is \( R(p, \theta) \), so by (S2) we have the desired result.

In the following proposition we present some properties that satisfies \( R(p, \theta) \).

**Proposition 2:** Let \( R(p, \theta) \) be the set given in (8).

\( R(p, \theta) \mod p = [1, p - 1] \).

\( R(p, \theta) \) is a sonar sequence.

Proof:

(R1) Note that \( R(p, \theta) \mod (p) = \{-\theta^i (p-1) \mod p : 1 \leq i \leq p - 1\} = \{\theta^i \mod p : 1 \leq i \leq p - 1\} = [1, p - 1] \).

(R2) As in the previous property, note that \( R(p, \theta) \mod (p-1) = \{i \mod (p - 1) : 1 \leq i \leq p - 1\} = [1, p - 1] \).

III. NEW CONSTRUCTIONS OF SONAR SEQUENCES

To introduce the notion of sonar sequences as a function consider the following definition.

**Definition 2:** A function \( f : [1, n] \rightarrow [1, m] \) has the distinct differences property if for all \( i, j, h \in \mathbb{Z} \) such that \( 1 \leq h \leq n - 1 \) and \( 1 \leq i, j \leq n - h \),

\[
f(i + h) - f(i) = f(j + h) - f(j) \Rightarrow i = j. \tag{11}
\]

Furthermore, if \([1, m] \) is replaced by \( \mathbb{Z}_m \) and (11) by

\[
f(i + h) - f(i) \equiv f(j + h) - f(j) \pmod m \Rightarrow i = j, \tag{12}
\]

\( f \) has the distinct differences property modulo \( m \).

Using the previous definition we can state the concept of sonar sequence.

**Definition 3:** An \( m \times n \) sonar sequence is a function \( f : [1, n] \rightarrow [1, m] \) with the distinct differences property. Furthermore, an \( m \times n \) modular sonar sequence is a function \( f : [1, n] \rightarrow \mathbb{Z}_m \) satisfying the distinct differences property modulo \( m \).

In the following theorem we present the main result of this work that shows a new construction of modular sonar sequences using Sidon sets.

**Theorem 10:** Let \( m, b \in \mathbb{N} \) and \( A = \{a_1, \ldots, a_n\} \) be a Sidon set in the additive group \( \mathbb{Z}_m \). If \( a \mod b := \{a \mod b : a \in A\} = [1, n] \), then the function \( f : [1, n] \rightarrow \mathbb{Z}_m \) defined by

\[
f(i) := \left\lfloor \frac{a_i}{b} \right\rfloor, \]

is an \( m \times n \) modular sonar sequence, where \( a_i \) is the unique element such that \( a_i \equiv i \mod b \) and \( \lfloor y \rfloor \) denotes the smallest integer less than or equal to \( y \).

Proof: Let \( i, j, h \in [1, n] \) such that \( 1 \leq h \leq n - 1 \) and \( 1 \leq i, j \leq n - h \). Suppose that

\[
f(i + h) - f(i) \equiv f(j + h) - f(j) \pmod m,
\]

that is

\[
\left\lfloor \frac{a_{i+h}}{b} \right\rfloor - \left\lfloor \frac{a_i}{b} \right\rfloor \equiv \left\lfloor \frac{a_{j+h}}{b} \right\rfloor - \left\lfloor \frac{a_j}{b} \right\rfloor \pmod m.
\]

Thus, there exists \( t \in \mathbb{Z} \) such that

\[
\left\lfloor \frac{a_{i+h}}{b} \right\rfloor - \left\lfloor \frac{a_i}{b} \right\rfloor = \left\lfloor \frac{a_{j+h}}{b} \right\rfloor - \left\lfloor \frac{a_j}{b} \right\rfloor + tm. \tag{13}
\]

By multiplying (13) by \( b \) we have

\[
b \left( \left\lfloor \frac{a_{i+h}}{b} \right\rfloor - \left\lfloor \frac{a_i}{b} \right\rfloor \right) = b \left( \left\lfloor \frac{a_{j+h}}{b} \right\rfloor - \left\lfloor \frac{a_j}{b} \right\rfloor \right) + tm. \tag{14}
\]

Because for each \( a_k \in A \) is satisfied that \( a_k = \left\lfloor \frac{a_k}{b} \right\rfloor b + k \), from (14) we have

\[
a_{i+h} - (i + h) - a_i - i = a_{j+h} - (j + h) - a_j - j + tm
\]

implying that

\[
a_{i+h} + a_j \equiv a_{j+h} + a_i \pmod {mb}.
\]

Because \( A \) is a Sidon set in the additive group \( \mathbb{Z}_m \) we have \( \{i + h, j\} = \{j + h, i\} \), that is \( i = j \). Thus, \( f \) is an \( m \times n \) modular sonar sequence.

As a consequence of Theorem 10, and applying Theorems 7 and 9, and Propositions 1 and 2, we present the following new constructions of sonar sequences. Proofs follows immediately from Theorem 10.

**Corollary 1:** Let \( B(q, \theta, \alpha) \) be the set given in (6). The function \( f : [1, q] \rightarrow \mathbb{Z}_{q-1} \) defined by \( f(i) := \left\lfloor \frac{b_i}{q+1} \right\rfloor \), where \( b_i \in B(q, \theta, \alpha) \) is the unique element such that \( b_i \equiv i \mod (q + 1) \), is a \( (q - 1) \times q \) modular sonar sequence.

**Corollary 2:** Let \( R(p, \theta) \) be the set given in (8). Then the function

1. \( f : [1, p - 1] \rightarrow \mathbb{Z}_{p-1} \) defined by \( f(i) := \left\lfloor \frac{r_i}{p} \right\rfloor \), where \( r_i \in R(p, \theta) \) is the unique element such that \( r_i \equiv i \mod p \) is a \( (p - 1) \times (p - 1) \) modular sonar sequence.

2. \( f : [1, p - 1] \rightarrow \mathbb{Z}_p \) defined by \( f(i) := \left\lfloor \frac{r_i}{(p-1)} \right\rfloor \), where \( r_i \in R(p, \theta) \) is the unique element such that \( r_i \equiv i \mod (p - 1) \), is a \( p \times (p - 1) \) modular sonar sequence.

The following examples illustrates the Theorem 10 and constructions given above.

**Example 1:** Let \( q = 9 \). From Bose’s construction,

\[
\mathcal{B} = \{1, 4, 37, 38, 49, 53, 55, 62, 76\}
\]

is a Sidon set with 9 elements in the additive group \( \mathbb{Z}_{(10)(8)} \). From Corollary 1, the function \( f : [1, 9] \rightarrow \mathbb{Z}_8 \), defined by \( f(i) = [b_i/10] \), where \( b_i \in \mathcal{B} \), defines a \( 8 \times 9 \) modular sonar sequence with 9 elements given by

\[
[0, 6, 5, 0, 5, 7, 3, 3, 4].
\]
Example 2: 1) Given \( p = 7 \), from Ruzsa’s construction we have that
\[ R_1 = \{2, 4, 5, 27, 31, 36\} \]
is a Sidon set with 6 elements in the additive group \( \mathbb{Z}_{(7)(6)} \). From Corollary 2 (item 1), the function 
\( f : [1, 6] \rightarrow \mathbb{Z}_6 \), defined by \( f(i) = \lfloor r_i/7 \rfloor \), where \( r_i \in R_1 \), defines a 6 \times 6 modular sonar sequence with 6 elements given by
\[ [5, 0, 4, 0, 0, 3]. \]
2) Given \( p = 13 \), from Ruzsa’s construction we have that
\[ R_2 = \{10, 16, 57, 59, 90, 99, 115, 134, 144, 145, 149, 152\} \]
is a Sidon set with 12 elements in the additive group \( \mathbb{Z}_{(13)(12)} \). Now, from Corollary 2 (item 2), the function
\( f : [1, 12] \rightarrow \mathbb{Z}_{13} \), defined by \( f(i) = \lfloor r_i/12 \rfloor \), where \( r_i \in R_2 \), defines a 13 \times 12 modular sonar sequence with 12 elements given by
\[ [12, 12, 11, 8, 1, 12, 7, 9, 12, 4, 0, 4]. \]

IV. ASSOCIATED PROBLEMS

The main problem in sonar sequences consists in to analyze the asymptotic behavior of the maximal functions
\[ G(m) := \max \{n : \exists \text{ an } m \times n \text{ sonar sequence}\}, \]
\[ G(\text{mod}m) := \max \{n : \exists \text{ an } m \times n \text{ modular sonar sequence}\}. \]
It is easy to prove that \( G(m) \geq G(\text{mod}m) \). From the sonar sequences-constructions given in [8] and those presented in this paper, for any prime \( p \) and any prime power \( q = p^r \), we have the following relations
\[ G(\text{mod}p) = p + 1 \Rightarrow G(p) \geq p + 1, \]
\[ G(\text{mod}(q - 1)) = q \Rightarrow G(q - 1) \geq q. \]
So, is natural to state the following problem.

Problem 1. Let \( m \) be a positive integer. It is possible to prove or refute that \( G(m) \geq m \). We conjecture that this is true.

Now, we know that there exist modular sonar sequences for the following modulus: \( p \) (Quadratic and Welch), \( p - 1 \) (Welch and our Theorem 10), \( q - 1 \) (Shift, Golomb, and our Theorem 10). Thus, we have the second problem.

Problem 2. What can we say about sonar sequences–constructions for other modulus? Furthermore, is it possible to establish the exact value for \( G(\text{mod}35) \)?

We know several modular sonar sequences–constructions, but we don’t know constructions for non–modular sonar sequences. So, we state the third problem.

Problem 3. Establish constructions for \( m \times n \) sonar sequences. It is possible to use Sidon sets, as we used in this paper, to find one of such constructions.

Finally, in our current research, we are working in the following problem.

Problem 4. Make comparisons among the known and new constructions of sonar sequences, to determine which of them produces better sequences.
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