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Abstract—This paper presents an efficient method of securing and accelerating the convergence of genetic algorithms for constrained optimization problems. The method is based on the introduction of a particular form of reward factors, which can be considered as the inverse of the classic penalty function. These factors are coefficients that consider the various constraints of the problem when formulating a fitness function. The proposed shape of the reward factor follows a stepped pyramidal function. The efficiency of the method, which is of general applicability, was demonstrated in the context of an optimization problem for an aeroassisted orbital plane change maneuver. The case study demonstrates the rapid convergence of the genetic algorithm obtained by first satisfying the constraints and subsequently maximizing the objective function of the problem.

Index Terms—Aeroassisted orbital maneuver, optimization, genetic algorithms.

I. INTRODUCTION

The classical methods employed in other applications are also employed for the optimization of orbital transfers. Such methods can be divided into two main categories: direct methods and indirect methods. Direct methods can be used to solve the optimal control problem via the arrangement of the control variables for each iteration to continually reduce the performance index. The control functions and the state equations are frequently parameterized, and the associated nonlinear programming problem can be solved via recourse to an optimization methodology that is based on the gradient method. The literature discussing these previous aspects is vast and includes studies such as that by Herman and Conway [1], who employed the collocation method (an integration method that has been proven to be equivalent to the implicit methods of Runge-Kutta), and a study by Seywald [2], who introduced the concept of “differential inclusion” specifically for trajectory optimization problems. Differential inclusion employs a finite difference approach to approximate the state variable differentials, whereas direct collocation employs a finite element approach to approximate the temporal trends of these state variables. Instead, indirect methods use the calculus of variations to obtain a set of necessary conditions for a local optimal solution of the objective function. The resulting two-point boundary value problem presents a significant challenge for obtaining a solution due to its sensitivity to the initial value of the co-state variables. Once a solution for the two-point boundary value problem is obtained, the resulting trajectory is generally the optimal trajectory. Casalino et al. [3] applied this indirect method to the case of optimal aeroassisted geostationary Earth orbit (GEO)-low Earth orbit (LEO) transfers. Traditional methods, such as Newton’s method and the gradient method, are mainly local optimization algorithms that are principally capable of searching local optima. Local optima are points where the objective function assumes values that are lower than the values of the surrounding points. The efficiency of these optimizers is strongly linked to the adoption of a suitable initial guess with accurate values of the derivatives of the objective function. In the absence of these features for the initial conditions, the method may not converge or can produce a local minimum solution, which is frequently unacceptable. These fundamental aspects of these methods generally involve an expert level of intervention by the user. To overcome these limitations, global optimization approaches can be employed. These methodologies allow first approximation sub-optimal solutions to be obtained. In this study, a particular type of global optimization is employed: genetic algorithms (GAs).

II. GENETIC ALGORITHMS

GAs represent a type of evolutionary algorithm that has gained significant attention by researchers as a global and efficient optimization method for complex problems such as spacecraft trajectory optimization (Calise and Gath [4], Rajesh [5], Igarashi and Spencer [6]). Their attractiveness is derived from the indifference toward information about derivatives; thus, the objective function can be discontinuous in the search domain. This advantage creates an intrinsic robustness against nonlinearity and discontinuity of the objective function. Moreover, GAs are not affected by the limitations that typically characterize analytical methods, such as a substantial dependence of the result on the user’s abilities, because the GAs generate their own starting points. As a result, they are insensitive to the selection of starting points. Conversely, the primary disadvantage of this optimizer class is the large number of required iterations and, consequently, the considerable computational time that is necessary due to their generally slow convergence. Note that GA optimizers do not determine “the best solution” to the problem but instead

The majority of the related literature indifferently refers to the objective function and the fitness function. In this context, the two terms represent two distinct entities, as defined in Section IV.
identify the “best individual” who belongs to a population that is subject to an ongoing process aimed at improving a species. As is the case in the biological field, the evolution tends to achieve an improvement instead of an optimum. Thus, a GA “uses” the population at its disposal to generate above-average individuals within the constraints associated with this evolution. Although a GA does not perform a mathematical optimization in the strict sense of the term, these algorithms represent a highly efficient and robust optimization methodology. The GAs developed by Holland [7] are global search optimization methods based on the fundamental principles of Darwinian evolution and include the process of natural selection and genetic mechanisms. Organisms evolve within a time window that involves many generations through changes in their genetic makeup via mating, genetic recombination (crossing over), and mutation. Over time, only organisms with suitable genes perpetuate the species. Figure 1 shows a basic schematic of a generic GA.

---

III. IMPLEMENTED GA

The algorithm has been implemented by the author in the context of recent studies regarding the optimization of aeroassisted orbital maneuvers [8, 9]. All the results and outputs of the present study are based on the cited studies. The present paper aims to illustrate the features of the algorithm’s convergence. The detailed description of the implemented GA exceeds the scope of this study; however, a discussion of the key principles is appropriate herein. The modality of the formation of the initial population ("generation 0" in Fig. 1) is selected by the operator among several options with the intent of starting with individuals who already possess a significant degree of fitness to accelerate the convergence toward the optimum. The size of the population and the number of generations are inputs for the algorithm. The algorithm is deliberately not provided with a stopping criterion based on convergence to the optimal solution; thus, the number of generations also assumes the role, among other roles it plays, of a stopping criterion that determines the duration of the evolutionary process. Each iteration, which is equivalent to one reproductive cycle, begins with the selection of two parents and their subsequent coding of chromosomes. Each pair produces two offspring due to the application of the crossover operator to their chromosomes. The mutation operator is subsequently applied to the offspring chromosomes, and they are decoded a second time to recreate the phenotypes of the children. The new generation is the product of the selected reproduction plan. The process of selection within the population provides each individual a chance of being selected for reproduction that is linearly proportional to its fitness (roulette wheel algorithm), with a coefficient of proportionality selected by the operator. The reproduction process employs an encoding process in the
real field. The encoding requires the specification by the user of the number of genes to maintain. The adopted GA refers to a mixed one-point/two-point crossover operator. The crossover is conditioned to a probability of success but may not be successful. Similarly, the mutation, which may involve any gene, is also subjected to a probability of occurrence, which is dependent on the selected mutation mode. These two probabilities are parameters that can be specified by the user. Although the selected reproduction plan provides for the complete replacement of the previous generation by the new generation (“full generational replacement”), other less dynamic types of generational plans (“steady state replace random” and “steady state replace worst”) can be selected. The user is also given the option to use elitism to retain the individual with the highest fitness from the previous generation in the new generation. This precaution is important because it safeguards against the possibility of removing the best individual in the population via the reproduction-mutation process, thus producing a deceleration of the evolutionary process. The option of dynamically adjusting the probability of mutation reduces the danger of prematurely cancelling robust solutions. To obviate these cases, the probability of mutation is linked to the level of convergence of the solution: the higher the level of convergence, the less likely a mutation will occur.

IV. FITNESS FUNCTION, OBJECTIVE FUNCTION, AND CONSTRAINTS

As previously mentioned, the objective function defines a different quantity than does the fitness function in the context of this study. In this paper, the fitness function is defined as the sum of the objective function, which is the quantity to be maximized in the analyzed problem, and the contributions of various reward factors, one for each considered constraint. The adoption of this particular scheme in a maximization problem enables a simpler manipulation of the constraints compared with the classical treatment using a penalty function [10]. Using this method, the various reward factors are directly summable to the objective function. The form taken by the reward factor $R_{f,j}$, where the index $j$ represents the different considered constraints, is a particular stepped pyramidal function, as shown in the example presented in Figure 2. The function assumes a value of zero outside of the range of definition, i.e., outside of the base of the pyramid, which is bordered by the semi-extension $est_j$ around the imposed value for the constraint $goal_j$. Thus, the range of definition will be $[goal_j - est_j, goal_j]$. This range is divided into subintervals (steps); the width of each step is equivalent to $step_j$ and is distinguished by a “level of compliance”, or inversely defined by a “level of violation”, of the constraint. The value assigned to each level is proportional to the distance of the subinterval from the value of the constraint $goal_j$. This method enables the allocation of a “discrete” initial contribution of the reward factor, i.e., it is dependent only on the step of belonging and not on its position within a single step. Still within the step in question, a second addend of a corrective amount that is smaller than the first amount is added to this contribution. This second contribution is a linear function of the distance from the ends of the subinterval and, in practice, produces the inclination of the step. This particular form adopted for the reward factor provides a significant jump in value between one step and the next step while allowing a proper ordering between two points that belong to the same subinterval of merit. In the selection of the parameters that define the stepped pyramidal function, the value of the function at the final extreme of the interval should not exceed the value of the initial extreme of the next level.

The additive contribution to the fitness function by the reward factor increases when the value of the independent variable approaches the value of the constraint, which highlights the individual in question within the entire population available to the optimizer. When all constraints are simultaneously satisfied, the values of all reward factors for this solution are increased. In practice, this expedient promotes an individual within the population who qualifies due to respect of the constraints. These reward factors are added to the objective function $objf$ using appropriate multiplicative weights with suitable values to ensure a more rapid convergence of the method. The objective function also has a multiplicative weight. The more convenient adjustment of the values of the weights is the result of various tests and the experience of the user. The final expression of the fitness function $ff$ assumed for the optimization algorithm is as follows:

$$ff = w_{obj} objf + \sum_j w_j R_{f,j}$$  \hspace{1cm} (1)
V. RELEVANT OPTIMIZATION PROBLEM AND EFFICIENCY OF THE METHOD

An example is presented below to highlight the efficiency of the method and the power of the conceived fitness function. The case study relates to an aeroassisted orbital plane change around the Earth of 18 deg, which complies with a maximum entering heat flux of 568 W/cm², corresponding to 500 Btu/(ft²-s), and with an unconstrained value for the total head load. The vehicle is a small delta wing shuttle with a high lift-to-drag ratio and an initial total mass of 4898.7 kg. It is controlled by modulations of both the angle of attack and the bank angle. The dimensions, characteristics, and essential parameters, as well as the main aerodynamic and propulsion characteristics, are described in [9].

The main assumptions of the TPS are as follows:
- Adiabatic conditions between the heat shield and the inner environment cabin (conservative hypothesis).
- Mixed TPS ablative (phenolic impregnated carbon ablator)/reusable (LI-900) with non-uniform thickness.
- Heat shield bonded onto the substructure, which consists of a 12.7-mm-thick carbon-carbon/aluminum honeycomb sandwich.
- Uniform distribution of the initial temperature of the heat shield at 253.15 K.
- Bond-line limit temperature $T_{BL,lim} = 450$ K.

Table I presents the orbit altitudes ($H_A$ for the initial LEO and $H_B$ for the final LEO) as well as the conventional limit altitude assumed for the atmosphere.

The strategy for the maneuver (Figure 3) involves the combined use of aerodynamic maneuvering in the atmosphere and exoatmospheric propulsion phases. The propulsive phases are assumed to be concentrated in three impulses in space, whereas the portion of atmospheric flight is performed without the use of the propulsion system. The first propulsive impulse (deorbit impulse) at the altitude $H_A$ of the initial LEO varies the vehicle’s speed by $\Delta V_1$ to enter the atmosphere along an elliptic orbit segment. The second impulse (boost impulse) is applied upon exit from the atmosphere to achieve the final LEO by re-ascending along an elliptic orbit segment. The boost is expressed by the speed variation of the vehicle $\Delta V_2$. The third and final impulse (circularizing impulse) varies the speed by $\Delta V_3$ to circularize the vehicle’s path within the altitude $H_B$ of the final LEO. The change in the orbital inclination is assumed to be obtained entirely in the atmospheric phase of flight during which the vehicle performs the requested change with optimal control and subject to the imposed heating constraints. In this case, both the constraint on the variation of the inclination of the orbital plane ($\Delta i$) and the constraint on the entering heat flux ($HF$) are present in the expression.

Table I AEROASSISTED ORBITAL PLANE CHANGE: MANEUVER CHARACTERISTICS

<table>
<thead>
<tr>
<th></th>
<th>$H_A$</th>
<th>$H_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial LEO altitude</td>
<td>185.2 km</td>
<td>185.2 km</td>
</tr>
<tr>
<td>Final LEO altitude</td>
<td>185.2 km</td>
<td>129.6 km</td>
</tr>
</tbody>
</table>

Atmosphere’s upper limit

Fig. 3. Schematic of an aeroassisted orbital plane change maneuver.
Equation (1), specified for this case, is expressed as follows:

\[ ff = w_m \frac{m_{ve,fin}}{m_{ve,ini}} + w_A R_{f,A} + w_{HF} R_{f, HF} \]  

The convenience of the aeroassisted maneuver must be assessed with respect to the classic “purely propulsive” maneuver, in which the required inclination change is produced by a single propulsive impulse outside of the atmosphere. Incidentally, this maneuver is generally extremely expensive from a propulsive point of view because the change in speed \( \Delta V \) to be applied is proportional to the elevated circular velocity of the spacecraft. The main parameters adopted for the GA are summarized in Table II.

### Table II: GA Main Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of individuals in the population</td>
<td>100</td>
</tr>
<tr>
<td>Number of generations</td>
<td>200</td>
</tr>
<tr>
<td>Number of genes</td>
<td>5</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.85</td>
</tr>
<tr>
<td>Initial mutation rate</td>
<td>0.005</td>
</tr>
<tr>
<td>Minimum mutation rate</td>
<td>0.0005</td>
</tr>
<tr>
<td>Maximum mutation rate</td>
<td>0.25</td>
</tr>
<tr>
<td>Relative fitness differential</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The selected state variables for the optimization procedure include the \( \Delta V \) used to deorbit, the time history of both the bank angle and the angle of attack, and, if required, the transit time in the atmosphere. In this study, the latter was retained as a free parameter with an upper limit, beyond which the mission is considered to be a failure. This hypothesis serves to exclude runs in which the vehicle flies by gliding up and down for a long period of time without sufficient energy to exit the atmosphere. The total initial mass of the vehicle is the sum of the propellant mass, the thermal protection system (TPS) mass, and the structural and payload masses. The goal of the current optimization problem is to perform the orbital plane change while minimizing the sum of the mass of the propellant and the mass of the required TPS. The objective function, which must be maximized, is given by the final mass of the vehicle, which can be defined as the performance index of the problem. Figure 4 shows the trends of the two constraints, the entering heat flux (green) and the variation of the orbital plane inclination (blue), as well as the increase in the final mass (mass gain) to be optimized (red) and the conventional value for the fitness function (fuchsia). These are plotted as functions of the number of generations (indicated as the ordinate). Although the starting “best individual” (the best of population “0” that is passed to population “1” due to elitism) is far from the imposed constraints, the algorithm yields the optimal solution after only a few generations. First, the algorithm attempts to respect the constraints and subsequently maximizes the mass gain, i.e., the saved mass compared with the purely propulsive case. After approximately thirty generations, both constraints are “trapped” by the method (assigned tolerances equivalent to 0.1 deg and 1 W/cm\(^2\)); the search for the maximum gain in the final mass (red curve with increasing trend) begins from this point.
In practice, the power of this form of the fitness function and reward factor is represented by the adequate distancing on the fitness scale of the solution that complies with the constraints. Subsequently, the improvement is assigned to the selection by the roulette wheel, and the evolution is managed while remaining firmly anchored to the “track” of compliance with the constraints. The adoption of this stepped pyramidal function is not limited to orbital optimization problems and can be effectively employed in other fields of optimization.

VI. CONCLUSIONS

In the context of a global optimization method based on a GA, a method was introduced to consider the constraints of the problem using appropriate stepped pyramidal functions that serve as reward factors in the formulation of the fitness function of the problem. The efficiency of the presented solution was verified in an optimization problem of an orbital aeroassisted maneuver with thermal and dynamic constraints. The findings demonstrate the initial rapid convergence of the solution with regard to compliance with the constraints and subsequently toward the maximization of the objective function of the problem. The entire method and the characteristics of the developed reward factors can be of great benefit for general use in the optimization field of constrained problems.

NOMENCLATURE

\( H_a \) = altitude of the initial LEO, m  
\( H_{atm} \) = altitude of the sensible atmosphere, m  
\( H_f \) = altitude of the final LEO, m  
\( m_{ve, fin} \) = final vehicle mass, kg  
\( m_{ve,ini} \) = initial vehicle mass, kg  
\( Q_{in} \) = entering heat flux, W/m\(^2\)  
\( Q_{in,max} \) = maximum entering heat flux, W/m\(^2\)  
\( R_A \) = initial LEO radius, m  
\( R_f \) = final LEO radius, m  
\( R_{f,j} \) = reward factor for the component \( j \)  
\( R_{f, HF} \) = reward factor for the heat flux  
\( R_{f,k} \) = reward factor for the variation of the orbital inclination  
\( w_{HF} \) = multiplicative weight for the heat flux  
\( w_j \) = multiplicative weight for the component \( j \)  
\( w_m \) = multiplicative weight for the mass ratio (objective function)  
\( w_{obj} \) = multiplicative weight for the objective function  
\( w_{in} \) = multiplicative weight for the variation of the orbital inclination  
\( T_{BL,lim} \) = bond-line limit temperature, K  
\( \Delta i \) = variation of the orbital inclination, rad  
\( \Delta V \) = total impulse, m/s  
\( \Delta V_f \) = deorbit impulse, m/s

\( \Delta V_2 \) = boost impulse, m/s

\( \Delta V_3 \) = circularizing impulse, m/s
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