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Abstract—Mobility management in wireless Internet environment has become a vital issue. To handle the mobility in Internet the mostly used protocol is Mobile IPv4. In Mobile IPv4 protocol the two new entities are introduced. The entities are Home Agent (HA) and Foreign Agent (FA). The HA resides in home network of mobile node and it is used to track the current position of mobile node. The foreign agent resides in the foreign network which maintains the link with the home network of the mobile node on behalf of mobile node. But due to the limitation of address capability, triangle delay problem of Mobile IPv4 a new protocol is proposed which is known as Mobile IPv6. Mobile IPv6 [2] protocol enhances the communication system in mobile environment of Internet. But the major drawback of Mobile IPv6 is that it suffers from handover latency and packet loss problem. A new scheme is proposed in this paper to remove the limitations of Mobile IPv6. The newly proposed scheme uses the probability mechanism which is based on stochastic process. This probability mechanism is used to predict the future destination of mobile node in network domains. It is expected that it will reduce the handover delay and also reduce the packet loss during the communication in mobile environment of Internet.

Index Term—MIPv6, HMIPv6, FMIPv6, LRIMIPv6

I. INTRODUCTION

Mobility is a feature, which has become the important part of real-time system. So handling the mobile terminals has become a vital issue in our present network communication technology. IPv4 and IPv6 are the network layer protocols, which are mainly used for handling the communication at network layer. There are mainly two types of mobility. One is local mobility and another is global mobility. In case of local mobility the mobile nodes move among the routers within a network domain. In global mobility the mobile nodes move from one network domain to another network domain. In this paper the new scheme is proposed for global mobility. In order to handle the mobility several schemes are previously proposed such as FMIPv6[13] and HMIPv6[13]. In FMIPv6 the handover is initiated by the mobile node and there is no agent in the foreign network. FMIPv6 configures complex network system as it uses link layer triggering to detect the future location of the mobile node. In HMIPv6 a new entity called Mobile Anchor Point (MAP) is introduced and the mobile node has to maintain two Care of Addresses (CoA). One is Regional CoA, which is for the MAP, and another is local CoA, which is for the local routers within the MAP domain. In HMIPv6 the MAP performs the operation on behalf of mobile node and HMIPv6 does not use route optimization mechanism of basic Mobile IPv6. The major drawback of HMIPv6 is that in case of failure MAP the whole system will be out of order. These schemes are mainly used for reducing the handover latency and registration time. The newly proposed scheme is known as Latency Reduction in MIPv6 (LRIMIPv6). In this new scheme only one agent is used called home agent and the home agent detects the future location of the mobile node based on the probability mechanism. So the new scheme provides the predicted solution rather than the deterministic solutions. The new scheme reduces the handover latency and packet loss as well as removes the limitations of previous schemes.

This paper is organized as follows: In the second section the previous schemes are discussed elaborately along with the problems. The third section of this paper provides description of the main deficiencies of MIPv6. The fourth section provides the description of the newly proposed scheme. In fifth section the new scheme is compared with the previous schemes and in the sixth section simulation result of the new scheme is shown. Last of all the section seven provides the conclusion and future work.

II. THE BACKGROUND OF PREVIOUS SCHEMES

To provide the seamless handover is a crucial issue in Internet communication. FMIPv6 [13] and HMIPv6 [13] are the mostly used schemes to handle the mobility problem in Internet.

A. FMIPv6

FMIPv6 reduces the handover latency of Mobile IPv6. In FMIPv6 the mobile node can initiate the handover while the
mobile node gets layer two trigger from link layer. This is known as mobile node initiated handover. On the other hand the handover can be initiated by the previous access router whenever it gets the layer two triggering. This is known as network initiated handover. The mobile node accepts layer two trigger from the networking system and sends the Router Solicitation for Proxy (RtSoPr) message to the old access router. This RtSoPr message contains the link layer address of the new access router. The old access router has the capability to retrieve the IP address of new access router and prefix of Care of Address (CoA) of mobile node in new access router using the information of the RtSoPr message and sends this retrieved information through Proxy Router Advertisement (PrRtADV) message to the mobile node. The mobile node generates the CoA for the new access router and sends this new generated CoA to the previous access router using Fast Binding Update (FBU). After getting the FBU the old access router sends Handover Initiation (HI), which includes the new CoA defined in FBU and the old CoA of mobile node to the new access router for authenticating the duplicate address. After getting the HACK from the new access router the old access router creates a tunnel with new access router and sends the packets, which are destined for the mobile node. At the same time the previous access router sends Fast Binding Acknowledgement (FBack) to the previous link and to the new link of the mobile node so that the mobile gets the FBack message. After getting the FBack the mobile node sends Fast Neighbor Advertisement (FNA) to get the packets from the new access routers. But it has some drawbacks. In FMIPv6 the mobile can detect the future network point of attachment using link layer triggering and the mobile node can generate the new care of address with the help of information collected from the previous access router even when the mobile node resides in the previous link. Thus the time required for generating a new care of address at the new access router is being deleted. This reduces the resuming communication time between the mobile node and the correspondent node or the home agent. FMIPv6 is a more complex network system as it uses link layer triggering and it is not clearly defined how new CoA is generated in mobile node. In FMIPv6 the previous access router functions as temporary home agent. Although FMIPv6 reduces the handover latency it does not reduce the packet loss problem.

B. HMIPv6

In order to enhance the FMIPv6, a new scheme is proposed which is known as HMIPv6. In HMIPv6 an entity called Mobile Anchor Point (MAP) is introduced which works on behalf of mobile node. In this case the MAP contains the numbers of routers in its own domain and the mobile node has to handle two CoA addresses. One is regional CoA and another is local CoA address. The mobile node has to register itself with the home address and LCoA to MAP and the MAP sends the registration confirmation message to the mobile node along with RCoA. When the mobile node changes the access router within the domain of the MAP, it does not require to send this address change information to the HA. Because the MAP sends BU (binding update) message to the HA on behalf of mobile node. This BU message holds the RCoA. The MAP handles all the handoff operation of mobile node within its domain. When the mobile node leaves the old access router and approaches to new access router, it performs the same operations like FMIPv6. The only difference is that instead of PAR, MAP performs the operations of PAR. HMIPv6 reduces the registration time, handover latency and packet loss. But the major drawback is that in case of failure of MAP the whole system will be out of order. So it is required to provide the new scheme for seamless efficient handoff operation.

III. DEFICIENCY OF MIPv6

In the current scheme the home agent of the mobile node does not know the future location of the mobile node. So the home agent is blind about the future location of the mobile node. The home agent does not maintain any mechanism to detect the future location of the mobile node. The mobile node reaches the new foreign link and sends the Binding Update (BU) message to the home agent. After getting the BU the home agent becomes aware of the new location of the mobile node and sends the data packets to the mobile node coming from the correspondent node. But this process is time consuming and within this time period (the transition period of the mobile node from one foreign link to another foreign link) all the packets sent to the home agent destined for the mobile node will be lost. On the other hand, the home agent does not maintain any buffer at the home agent side. As a result the home agent cannot store any data for the mobile node coming from the correspondent node.

IV. PROPOSED NEW SCHEME

The characteristics of the new solution are given below:

Home agent uses the probability mechanism to define the new next access router to which mobile node is going to be connected. The home agent and the access router maintain an additional buffer mechanism.

Home agent contains the neighboring cache where the IP addresses and layer two addresses of the nearest access routers are stored and also store the IP address of the visited router of the mobile node and the care of address of the mobile node in visited access routers.

Home agent can send data to the new access router, which reduces the load of home agent and the new access router will store data in a buffer for mobile node.
While mobile node reaches the new access router it sends Release Message (RM), which contains the request for sending the buffered data.

In this new scheme the home agent sends Handover Start (HS) message to the predicted access router to create the tunnel with the access router. The HS message contains the care of address of the mobile node (care of address which is used by the mobile node in that access router), the home address of the mobile node and the IP address of that access router. The predicted access router authenticate the HS message and sends Handover Acknowledgement (HA) to the home agent and the tunnel is created between the home agent and the predicted access router.

A. The Operation of Proposed Scheme

Our proposed scheme supports the basic operation of the Mobile IPv6. Only difference is that in our proposed scheme the home agent will maintain the database of the numbers of routers visited by the mobile node. Using this database the home agent will calculate the probability and detect the future access router of the mobile node. The details of the probability mechanism are described in the following:

The home agent tracks the current location of the mobile node within the registered time and stores the all care of addresses of the access routers of the mobile node. The home agent also counts the numbers of times the mobile node tracks same access router.

The database is as follows:

<table>
<thead>
<tr>
<th></th>
<th>R₁</th>
<th>R₂</th>
<th>R₃</th>
<th>R₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>R₁</td>
<td>C₁₁</td>
<td>C₁₂</td>
<td>C₁₃</td>
<td>C₁₄</td>
</tr>
<tr>
<td>R₂</td>
<td>C₂₁</td>
<td>C₂₂</td>
<td>C₂₃</td>
<td>C₂₄</td>
</tr>
<tr>
<td>R₃</td>
<td>C₃₁</td>
<td>C₃₂</td>
<td>C₃₃</td>
<td>C₃₄</td>
</tr>
<tr>
<td>R₄</td>
<td>C₄₁</td>
<td>C₄₂</td>
<td>C₄₃</td>
<td>C₄₄</td>
</tr>
</tbody>
</table>

Here Cᵢᵣ defines the no. of times the mobile node visits n router while it resides in m router. The home agent uses the following formulas to calculate the probability:

\[ P_{mj} = \frac{C_{mj}}{\sum C_{mj}} \quad \text{where} \quad 1 \leq j \leq n \]

\( m \) defines the router where the mobile node is currently situated.

\( j \) defines the router to which the mobile node will go from the router \( m \).

The summation of probabilities must be 1 that means \( \sum P_{mj} = 1 \). The home agent will select the access router as the future access router of the mobile node which has the highest probability. \( P_{mj} \).

The home agent also maintains a cache which stores the care of addresses of the mobile node in these access router and the IP addresses of those routers. So when the home agent calculates the probability, based on the highest probability the home agent sends Probability Message (PM) to the mobile node to its current location. This PM contains the IP address of the predicted future access router and the care of address of the mobile node in that predicted access router.

The details operation of the new solution is described in the following:

While the mobile node resides in the foreign link the home agent will calculate the probability and sends the PM to the mobile node to its current position. At the same time the home agent creates a tunnel with the predicted access router by sending Handover Start (HS) and sends the data coming from the correspondent node to that predicted router. The home agent will store a copy of each data packets in its cache which is sent to the predicted access router. The predicted router will store these packets for the mobile node in its buffer. The access routers maintain an additional buffer mechanism to store the data packet for the mobile node whenever it gets HS message from the home agent.

The mobile node reaches the new access router and the mobile node matches the subnet prefix of the care of address which it gets from the PM with the subnet prefix of the new access router. If the subnet prefixes are same, the following operations are performed:

1. The mobile node sends Binding Update (BU) to the home agent and the correspondent node. The mobile node will establish the direct communication with correspondent node using route optimization method. In route optimization method the mobile node has to complete the Return Reputability Procedure (RRP) before establishing the direct communication with the correspondent node. By this time the mobile node will maintain the communication with the correspondent node via home agent.

2. The mobile node sends the Release Message (RM) to new access router to release the data packet from the new access router which is stored in router’s cache. The new access router will forward the data packets to the mobile node.

3. As the care of address is sent by the home agent to the mobile node the time required for generating the care of address at the new access router is reduced.

If the prediction is not correct and the subnet prefix matched by the mobile node is not same, the mobile node will send BU message to the home agent with new care of address. The home agent will delete the tunnel with the predicted access router and the home agent will start working as the normal home agent of the Mobile IPv6.
V. COMPARISON

A. The comparison between the FMIPv6 and my new method called LRIMIPv6 is given below:

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>FMIPv6</th>
<th>LRIMIPv6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hanover Initiation</td>
<td>It is mobility controlled that means handover is initiated by mobile nodes.</td>
<td>It is network-controlled mechanism.</td>
</tr>
<tr>
<td>Layer Two Trigger</td>
<td>FMIPv6 uses layer two triggering to detect the mobility which makes the system more complex.</td>
<td>This scheme only works at the network layer and no adjacent layer signaling is used in this case.</td>
</tr>
<tr>
<td>Network Overload</td>
<td>In this the access router works as proxy home agent for the mobile node which increases the network overload.</td>
<td>Only one agent called home agent is used. No additional agent is required in this new scheme.</td>
</tr>
</tbody>
</table>

B. The comparison between the hierarchical mobile IPv6 (HMIPv6) and my solution LRIMIPv6 are given below:

<table>
<thead>
<tr>
<th>CHARACTERISTICS</th>
<th>HMIPv6</th>
<th>LRIMIPv6</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Agent or Entity</td>
<td>A new entity mobile anchor point (MAP) is introduced which maintains several access router in its domain and also contains the IP address of those access router and it works on behalf of mobile node. In case of failure of MAP the whole system is out of order.</td>
<td>No additional entity is introduced. The proposed scheme does not depend on any special entity to maintain the communication</td>
</tr>
<tr>
<td>Route Optimization</td>
<td>HMIPv6 does not support route optimization method of basic Mobile IPv6.</td>
<td>This scheme supports route optimization method of basic Mobile IPv6.</td>
</tr>
<tr>
<td>Hierarchy</td>
<td>A hierarchy of MAPs has to maintain.</td>
<td>No hierarchy has to maintain</td>
</tr>
</tbody>
</table>

VI. SIMULATION RESULT

We have simulated our proposed scheme using OPNET simulator to compare the performance of the proposed scheme with the existing Mobile IPv6 in terms no. of packet loss. In this simulation we have considered that the correspondent node is the fixed node. The simulation results are given in the following:

![Normal MIPv6 Graph](image)

![Proposed Scheme Graph](image)

According to the simulation result the average packet loss of the normal Mobile IPv6 is 14.80 and the average packet loss of the proposed scheme is 7.04. So the reduction of the average packet loss is 7.96.

VII. CONCLUSION & FUTURE WORK

The newly proposed scheme reduces the packet loss as well as the handover latency. If the prediction is correct the new scheme provides a good solution. In our simulation we have considered the correspondent node as the fixed. In future the current work can be enhanced by increasing the numbers of the
communicating nodes and the all the communicating nodes are mobile.
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